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Weak intermolecular forces like dipolar interactions and hydrogen-bonding lead to a variety of

different packing arrangements of molecules in crystals and self-assemblies. Such differences in

the arrangements change the extent of excitonic splitting and excitation spectra in the

multichromophore aggregates. In this tutorial review, the role of such interactions in fine tuning

the linear and 1st non-linear optical (NLO) responses in molecular aggregates are discussed. The

non-additivity of these optical properties arise specifically due to such cooperative interactions.

Calculations performed on dimers, trimers and higher aggregates for model systems provide

insights into the interaction mechanisms and strategies to enhance the 1st hyperpolarizabilities of

p-conjugated molecular assemblies. Flexible dipole orientations in the alkane bridged

chromophores show odd-even variations in their second-harmonic responses that are explained

through their dipolar interactions in different conformations. Parameters for the optical

applications of molecules arranged in constrained geometry, like in Calix[n]arene, have been

elucidated. We also highlight the recent developments in this field of research together with their

future prospects.

1 Introduction

Materials exhibiting large non-linear optical (NLO) properties

are gaining prominence in basic as well as industrial research

due to their applications in many opto-electronics devices.1,2

Such materials exhibit exotic properties such as second

harmonic generation (SHG), optical rectification (OR),
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multi-photon processes and coherent anti-stokes Raman

scattering (CARS), to name a few.3 A major push towards

molecular and polymer materials have been the outcome of the

impressive growth in the industrial applications of polymeric

conductors and light emitting diodes.4 Along with the direct

NLO applications of p-conjugated systems, there has been a

tremendous interest for basic research on materials for large

NLO properties.5–9 This is clearly seen in Fig. 1(a) showing a

leap in the number of publications in this area for the last

decade. Even more encouraging is the exponential increase in

the number of reports in chemistry journals in this area in the

last 5 years (Fig. 1(b)). On the experimental front, much of

these efforts are directed towards synthesis, characterization

and crystallization of new NLO active molecules, polymers

and self-assemblies for a wide variety of applications.10–12

Theoretical modeling of NLO active chromophores and the

a priori prediction of the response functions in technologically

important classes of materials has been on the rise. Many

groups around the world have contributed substantially to this

growth, which is ever increasing. To name a few prominent

contributions, for example, M. Ratner and T. J. Marks et al.

have calculated NLO responses in the p-stacked dimers of

paranitroanilines, dimers of triazene–vinylbenzylidene–barbi-

turic acids and on 7,7-dipyrrolidine-8,8-dicyanoquinodi-

methane (DPDQ).13 The role of intermolecular H-bonding

interactions and dipolar coupling have been discussed within

the framework of the exciton model. Peris and co-workers

have considered the head-to-tail arrangement of paranitroani-

line and their calculations have shown large cooperative

enhancements in the molecular second-harmonic generation

(SHG) coefficients (b). They have also considered chains of

HF molecules in both their linear and zig-zag orientations

wherein they find cooperative enhancement of b for the linear

chains and cooperative damping in the zig-zag chains.14 Wu

and co-workers have studied chains of urea molecules up to

septamers and their calculations show that intermolecular

H-bonding are significant for b and proper inclusion of

electron correlations at the Møller–Plesset 2 (MP2) level lead

to enhancement of 15 percent in b from the additive values as

derived from the oriented gas-model.15 However, calculations

on the H-bonded dimers of aromatic carboxylic acids with

various donor functionalizations and also nitro-amine dimers

by Sarma et al. show that the extent of intermolecular

interactions due to H-bonding does not lead to cooperative

NLO properties.16 Champagne and co-workers have per-

formed calculations on the crystals of 3-methyl-4-nitroaniline

(MNA) wherein they find that such crystals show very strong

anisotropy in polarization along the three crystallographic

axes.17 For the long axis, where the molecules are arranged in

head-to-tail fashion, H-bonding leads to enhanced electrostatic

interactions as a consequence of which the transition dipole

moment to the charge transfer states increases. This enhances

only one diagonal component of b. However, such interactions

being absent in the other two directions, lead to reduction in b

along these axes. The methodology of calculations of

hyperpolarizability in the crystals has also been reviewed.18

Apart from calculations on the aggregate, a major impetus

of current research is directed towards development of new

computational techniques for calculation of the NLO

responses. Jensen et al. have developed a dipole-interaction

model for calculation of polarizabilities in large aggregates of

molecular clusters wherein the responses of aggregates as large

as 300 molecules can be determined. Their results compare

fairly well with ab initio calculations.19 Dykstra et al. and

Maraoulis et al. have performed ab initio calculations with

varying levels of electron correlations and basis sets to account

for accurate calculations of NLO responses in molecular

systems.20 Pati et al. have developed a theory based on the

density-matrix renormalization group (DMRG) technique to

accurately calculate the dynamic NLO responses in model

p-conjugated systems.21

As a whole, from the technology point of view, the synthesis

of newer crystals with large NLO activity requires an under-

standing of the processes involved in crystallization together

with the forces that stabilize non-centric arrangement of

molecules in the crystals and self-assemblies. Recent combined

experimental and theoretical work by Custelcean et al.

investigates the role of the steric interactions of the alkyl

groups in N,N-dialkylthioureas in fine-tuning the H-bonding

interactions in the crystalline environment.22 Lee et al. have

performed density functional theory calculations for the

charge-density and topological feature like atoms-in-molecules

(AIM) on the monomers, dimers, heptamers and X-ray

structures of thiourea S,S-dioxide, to understand the inter-

molecular charge density distributions for different sizes of the

aggregates.23

From the discussion above, it is quite clear that for the

design of smart materials for large NLO responses one needs

to understand the nature of intermolecular forces from an

Fig. 1 (a) Total number of papers published with ‘Nonlinear Optics’

keywords. (b) Papers published in chemistry journals with ‘Nonlinear

Optics’ keywords. Data derived from SCOPUS search (Elsevier B.V.).
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atomistic point of view. This review provides a comprehensive

detail of the essential theoretical framework involved in the

computations. Followed by this, strategies are proposed for

collective enhancement of NLO responses in assemblies and

molecular systems. The theoretical models are tested on

experimentally synthesized systems wherever the crystal

structure or solution measurements of b are available.

2 Exciton model for molecular aggregates

2.1 Dipolar interactions

In this section we discuss a basic model which can explain the

electronic excitations of one-dimensional (1-D) molecular

aggregates.24,25 As it is quite well known in the field of strong

correlations, an excitonic state is the result of electron

correlation and exciton theory is an interaction theory between

these excitonic states.26,27 In self-assembled aggregates with

low packing densities, the excitons are considered to be

Frenkel type excitons where the electron and hole of a mono-

excitation are located on the same molecular site. To develop a

simple theory, one considers composite molecules, that include

van der Waals dimers, trimers and higher order aggregates. As

has been pointed out in a number of previous papers,28,29 if the

direct overlap between the chromophoric molecular orbitals

(M.O.) is negligible, the exciton interactions can be expressed

in the direct product basis of the chromophoric M.O.s.

Let us begin our discussion with the zeroth order

Hamiltonian. The Hamiltonian for the mth molecule alone in

an aggregate can be written as

Hm~
P

k

kmj T Ek,m
� �

Skmj (1)

where km specifies the kth electronic state of the mth molecule.

The wavefunction for the N number of molecules (in an

aggregate) can be approximated as a linear combination of

product functions |k1,k2,…,km,…,kNT where the km’s are the

kth electronic states for the molecule m. If one includes the

electronic exchange interactions, the excitations will be the

admixtures of charge transfer states which correspond to

Wannier type excitons. However, it is explicitly assumed that

the intermolecular distance is large enough to make electron

exchange effects quite negligible, at least in low order. The

ground state of N molecules is then the tensorial product of the

molecular ground states.

|GT = |G1, G2,…, Gm,…, GNT (2)

Each molecular excitation gives rise to a band of N

degenerate product states in the zeroth order. For excitation

e in the mth molecule, it reads

|m,eT = |G1, G2,…,Gm21,em,Gm+1,…,GNT (3)

In general, the spatial structure of an aggregate is not quite

well defined. However translational symmetry can be assumed

to be valid in case of a molecular crystalline system. Herein, we

consider the cases of perfect molecular aggregates with no

disorder. The exciton coupling interaction term is denoted as

Hm,n for the interaction between the monomer m and n. We

derive the energy expression with the general Hm,n terms now

and introduce the particulars about this interaction later. For

the N monomeric molecules, energy matrix for any excitation

e, for the perturbation Hm,n will have the general form

Emn½ �~EG N{1ð Þz

Ee H1,2 H1,3 . . . H1,N

H2,1 Ee H2,3 . . . H2,N

H3,1 H3,2 Ee . . . H3,N

..

. ..
. ..

. ..
. ..

.

HN,1 HN,2 HN,3 . . . Ee

2

6
6
6
6
6
6
6
4

3

7
7
7
7
7
7
7
5

(4)

where EG and Ee are the ground state energy and energy for

the excitation e respectively. The matrix is assumed to be

symmetric so that Hm,n = Hn,m.

For dipolar molecules, the strongly allowed transition would

be to the lowest exciton state and the coupling interactions can

be approximated at large distances by a point dipole model.

The coupling interactions can be written as30

Hm,n~
M
�! 1ð Þ

gs
: M
�! 2ð Þ

gs

r3
mn

{

3 M
�! 1ð Þ

gs
: r!mn

� �

M
�! 2ð Þ

gs
: r!mn

� �

r5
mn

(5)

where M
�! 1ð Þ

gs and M
�! 2ð Þ

gs are the transition moments from state g

to state s of the two monomer molecules respectively and rmn is the

distance between the two molecular centers m and n. It is to be

noted that both the transition dipole and the molecular axis ( r!mn)

are vectorial quantities. Thus the magnitude of the interaction term

will depend crucially on the relative orientations of the dipolar

molecules as well as on the axis joining their centers. This is a

purely quasi-classical vector treatment and only electrostatic

interactions are considered between the transition moments.

A number of cases can be analyzed for dipolar molecules

arranged in various orientations. Depending on the orientation

of the dipoles, the interactions in an aggregate will be governed

uniquely by the angle between the two dipoles (w) and the

angles that the dipolar axes make with each of the molecular

axes (h1 and h2). It is quite simple to derive the splitting energy

in such cases from eqn (5),

DE~2
M

1ð Þ
gs
:M

2ð Þ
gs

r3
mn

cos w{3 cos h1 cos h2ð Þ (6)

Therefore a singlet excited state of the monomer molecule

would split according to the angles, (h1, h2, w). In Fig. 2, we

show the splitting patterns for representative ideal cases of 1-D

molecules for which the dipolar axes and the molecular axes

coincide (h1, h2 = 0,0). On the formation of the head-to-tail

arrangement of a dimer (w = 0 as shown in Fig. 2(a)), the

ground state is stabilized due to favorable dipole–dipole

attraction while the excited state splits into two states. Since,

dipolar interaction is attractive for this case, the dipole-

allowed transition occurs from the ground state to the lower

excited state, while transition is forbidden to the higher excited

state. Clearly, the transition energy is smaller than the gap for

the monomers and thus this mode of aggregation leads to red-

shift in the adsorption spectra. For the case of repulsive

dipolar interactions (w = 180) as shown in Fig. 2(b), the ground

state is destabilized, while the excited state splits into two
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states, with the allowed transition occurring from the ground

state to the higher excited state. Since this involves larger

energy the spectra will be blue shifted.

Apart from the linear arrangement of the dipoles, very

common orientation of dipoles are the parallel (w = 90) and

anti-parallel (w = 270) stacking arrangements. They are shown

schematically in Fig. 2(c) and Fig. 2(d) respectively. For the

parallel arrangement [Fig. 2(c)], the ground state of the dimer

is destabilized due to unfavorable dipole–dipole repulsion

while the excited state splits into two states. However, now due

to dipole–dipole repulsion, the dipole allowed transition occurs

from the ground state to the higher excited state. For the anti-

parallel arrangement, the ground state as well as the lower

excited state are stabilized and thus the dipole allowed

transition occurs from the ground state to the lower excited

state. Other than the ideal cases shown in Fig. 2, for

intermediate angular orientations (different w and h1, h2) of

the dipoles, it becomes fairly simple to find the excitation

spectra for the dimers using the above formalism. Note that

for such cases, both the excited states become accessible from

the ground state, with varying oscillator strengths depending

on the transition electric dipoles.

2.2 Polar and polarizable chromophores

The excitonic model discussed above takes into account the

gross interactions among the dipolar molecules. However, a

major limitation of this theory is that it does not consider

explicit electrostatic interactions among the monomers. To be

precise, though the molecules are polar, within the framework

of the excitonic coupling theory, the charge density on the

atoms in the aggregate do not reorganize due to excitation in a

single monomer. Thus, even though the molecules are polar,

they are not polarizable due to the internal electric field within

the aggregates. Introducing polarizability within the chromo-

phores due to the internal field refines the exciton model.31,32

For a quantitative understanding of this additional inter-

action, let us consider the dimer case discussed above. Each

dimer can be modeled effectively through two states, the

neutral (N) ground state, |DAT and the ionic (I) excited state,

|D+A2T, with a fixed energy difference and coupling constant.

For the dimer there will be four states viz. the neutral ground

state, |DA.DAT, two single excited states, |DA.D+A2T and

|D+A2.DAT and one double excited state, |D+A2.D+A2T. For

the double excited state, due to the polarizability of the

molecules, additional electrostatic interactions exist between

the two |D+A2T molecules. As a result of this electrostatic

interaction, the single excited state (|D+A2.DAT) is stabilized/

destabilized for attractive/repulsive cases respectively. Note

that, the gap reduces for the head-to-tail and anti-parallel

stacked arrangements of the dipoles while this increases for the

other two repulsive cases. This picture is qualitatively similar

to that for the exciton splitting interactions. However, within

the framework of the polar-polarizable model one can

quantitatively estimate the nature of stabilization/destabiliza-

tion of the ground state and the excited states due to the

electrostatic interactions. Since, the electrostatic interaction

depends explicitly on the strengths of the Donor (D) and

Acceptor (A), it is possible to predict the NLO responses of a

variety of chromophores.33

2.3 H-Bonding and other weak interactions

Though dipole–dipole interactions account for a major force in

the supramolecular aggregates, other important interactions

include the H-bonding interactions, higher multipole interac-

tions, weak dispersion interactions and van der Waals forces.

Of these, hydrogen bonding requires special attention largely

because of the unavailability of the correct potentials for such

interactions within molecular mechanics (MM) frame-

work.34,35 Hydrogen bonding is generally considered with a

geometry, D(donor)–H…A(acceptor). Some of the commonly

used functions involve the modified Lennard–Jones potentials

with a D-H…A angle dependent term like:36

EH{bond Rð Þ~e A
R0

R

� �12

{B
R0

R

� �10
" #

cos hD{H:::Að Þ4 (7)

where R is the distance between the D and A, R0 is the

equilibrium distance, e is depth of the potential and A and B

are the adjustable parameters. The angular term ensures that

the strength of the H-bonding interaction maximizes for linear

D-H…A bonds.37,38

Popular quantum chemical methods like the density func-

tional theory are largely insufficient to take into account long-

range dispersion interactions.39,40 Higher order wavefunction

methods, like, coupled cluster calculations become very

expensive for calculations on realistic NLO active molecular

dimers while the MP2 level calculations are known to overbind

H-bonded aggregates.41 Apart from such problems with

insufficient or too-large electron corrections, numerical calcu-

lations are also hindered due to basis set superposition error

(BSSE) arising out of truncated numerical basis sets. While

active research is directed towards reducing these errors, with

the success of empirical methods like DFT-D (dispersion

corrected)42–44 however, ab initio determination of the inter-

action constants is still tractable. From eqn (7), the ground

state of aggregates will be stabilized to the maximum extent for

Fig. 2 Orientations of the monomer dipoles in a composite system,

with D–A representing dipolar axis. Each molecule has two levels |GT
and |ET and the arrows between states indicate the allowed transitions.

The excited states of the composite system are denoted as dashed lines

and the allowed transitions are shown by dashed arrows.
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linear D-H…A..D-H…A chains in dipolar molecules. Thus for

the aggregates, H-bonding leads to an overall increase in the

gap (blue shift) because the extent of charge-transfer is

minimal with a very little or no excitonic splitting. Thus,

H-bonding by itself is not a favorable parameter for fine

tuning NLO responses in aggregates. However, a very

important feature of such an interaction is that, it stabilizes

linear D-H…A..D-H…A aggregates that can lead to favorable

dipolar interactions with increase in the transition dipole

moment.

Other than the H-bonding interactions, molecules are also

stabilized through dispersion and van der Waals forces. The

most prominent of such examples are the p–p stacking

interactions. However, the stacking interactions provide weak

ground state stability to these aggregates and in most cases,

prominent dipole–dipole repulsions leads to centrosymmetric

arrangement of the p-stacked chromophores and cancellation

of second order NLO responses. Calculations by E. Brouyère

et al. have concluded that for chromophores separated by

distances more than 3.5 Å, ‘‘destructive p–p interactions’’ are

prominent which lead to a reduced b from the additive

results.45

3 Modeling various molecular materials

3.1 Head-to-tail arrangement of paranitroaniline dimers

One of the simplest molecules possessing large NLO responses

at the molecular scale is paranitroaniline (PNA) and it

represents the prototype example of a Donor-p-Acceptor

molecule. However, PNA molecules crystallize in a centrosym-

metric point group due to strong dipolar repulsion in the

parallel p-stacked dimer. However, using self-assembly tech-

niques, it is possible to arrange molecules in head-to-tail

arrangements within thin films. To obtain a quantitative

understanding in general cases with high to low packed

monomer densities in an aggregate, numerical calculations of

the ground and excited singlet states of a dimer system have

been considered. Computational work on a large aggregate is

quite impossible and so one considers only double molecules.

However, a dimer could provide the essential information

which would be useful in predicting its behavior for a large

aggregate.46,47

In Fig. 3(A), the variation in the optical gap with an increase

in the intermolecular N–N distance between the –NH2 and the

–NO2 for head-to-tail arrangements of the monomers is

plotted. It can be clearly seen that when the molecules are

far away from each other (.8 Å), the gap saturates to the

monomer gap value of 4.05 eV. However, the gap reduces

to 3.5 eV when the monomers are separated by a distance of

3–4 Å. Thus, if through some strategy one can stabilize the

aggregate within this interchromophoric distance, it is possible

to reduce the gap in an aggregate. Geometry optimization of

the dimer leads to the formation of a head-to-tail arrangement

with two N–H…O H-bonding interactions which stabilize this

specific dimer with a N…N distance of 3.4 Å. Thus, specific

H-bonding interactions will create ‘‘tailor-made’’ situations for

favorable excitionic splitting interactions. Further calculations

on the stabilization energy of the dimer at MP2/6-31+G (d,p)

level (considering counterpoise correction to remove basis

set superposition error and zero-point vibrational energy

correction)48,49 shows that this arrangement is stabilized by

# 10 kcal mol21, which is quite substantial to provide stability

in a supramolecular assembly (Fig. 3(C)).

Calculation of the optical gap and the second harmonic

coefficients requires an accurate determination of the excited

states and oscillator strengths for these states. This can be done

Fig. 3 (A) Lower optical gap (in eV) with increase in intermolecular N…N distance (in Å) between the –NH2 and –NO2 for the head-to-tail

arrangement of PNA molecules. (B) Electric field induced second harmonic generation (EFISH) coefficient (in esu units) as a function of N…N

distance (in Å). (C) Potential energy profile for the H-bonding interactions in the PNA dimer (in kcal mol21) (molecular structure shown is for the

minimum energy structure).
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within substantial reliability through semi-empirical methods

like ZINDO/MRDCI (multi-reference doubles configuration

interaction) formalism with correction vector (CV),50–56 the

Finite-Field methods57–59 including non-local correlations

within DFT formalism60 and also through the time-dependent

DFT methods61 which have been gaining popularity in recent

times. For linear and 1-D systems, the SHG coefficient (b) is

essentially along the long polarization axis. However, for most

systems, one needs to consider polarizations for the material

along all the axes and define a tumbling average bav = 1/3

(bxyy + byyx + byxy)

The fact that the gap can be reduced through excitonic

splitting by favorable intermolecular interactions allows one to

fine tune the NLO properties of an aggregate. This is seen in

the NLO response of the dimer with an increase in the N…N

distance (Fig. 3(B)). One can qualitatively understand this on

the basis of the two-level model. b within a two-level model,

can be written as62

btwo-level~
3e2

2B

v12fDm12

v2
12{v2

� �
v2

12{4v2
� � (8)

where hv12 is the excitation energy, f the oscillator strength,

Dm12 the difference between the dipole moments of the ground

and the excited state and v specifies the excitation frequency of

the oscillating electric field. The most important factor in the

above simple expression is that the SHG coefficient is directly

proportional to the oscillator strength and the dipole moment

difference. These two quantities are naturally high in the head-

to-tail arrangements. For a favorable arrangement as dis-

cussed earlier, we also note that the exciton level energies to the

lowest dipole allowed state reduce, which in the expression

above appears in the denominator as a result of which the

SHG coefficient would increase.63

The excitonic gap reduces while oscillator strength and mb

increase dramatically at small N…N distances where hydrogen

bondings are possible. Although excitonic splitting is propor-

tional to only 4m2/r3 in this case, due to hydrogen bonding, the

mb value is almost 14 times greater than the monomeric mb.

Considering the two-level b value, which is proportional

to both Dm and f, the Frenkel exciton estimate would give mb

y 380 esu at small distances. At large distances of course, the

mb value is what is expected from exciton theory.

The configuration in Fig. 3(C) is an asymmetric dimer. The

exciton theory based on dipole–dipole interactions provide a

small shift in the adsorption spectra (y0.011 au) even at small

distances, with oscillator strength of the order 0.4. The strong

red-shift at small distances is mainly due to hydrogen bonding.

The lowest singlet excited state in the dimer is excitonic in

character. These excitations possess appreciable intensity and

are associated with an appreciable dipole moment change,

along the long axis of the dimer. The calculated low-energy

excitonic character can be associated with the long-wavelength

features observed in J-band aggregates.64,65 Coupled with the

discussion above, one can thus safely conjecture that the PNA

aggregates with hydrogen-bonded chromophores lying in-line

can give rise to a large b value, with a one-photon absorption

frequency deep inside the IR-region. A few experimental

confirmatory examples of such planar (although not exactly

in-line) monomeric stacks, with large SHG coefficients have

been reported.66,67

3.2 Quantitative comparison of the role of dipolar interactions

and H-bonding interactions

While, dipole–dipole interactions have effects on NLO proper-

ties of aggregates through excitonic splitting as discussed for

the previous case, the role of H-bonding governing the NLO

properties in head-to-tail arrangements are rarely investigated

in detail. The strength of the hydrogen bonding is generally

understood on the basis of its partition into various contribu-

tions like the electrostatic energy, exchange repulsion energy,

polarization energy and charge-transfer energy.68 Out of these

terms, the charge-transfer(CT) effects are very important in

controlling the NLO responses as they increase the transition

dipole moment from the ground state to the optically active

states. The CT salts are well-known to possess large off-

resonance NLO properties.69 Although, the charge-transfer

efficiency in hydrogen bonding is quite small, it should depend

on many factors including the strength of H-bonds. In fact, as

mentioned in the Introduction, the contribution of H-bonding

to the collective NLO responses in aggregates seems to be

ambiguous. So, a proper understanding can be gathered

through the systematic variation in the strengths of

H-bonding.

To critically examine the effects of H-bonding on second

order polarizabilities (b), we considered a series of 1-D

assemblies connected through H-bonding. The model system

considered is a linear HX (X = F, Cl, Br) chain. HX provides a

nice variation of the strength of bonding between the

molecules (HF . HCl . HBr). While the HF chain has the

strongest H-bonding, interactions in HBr chains is seemingly

dispersive and the interactions are more dipolar in nature.

Additionally, we also consider pure dipolar aggregates such as

a linear CO chain for a quantitative comparison and contrast.

The bond lengths for HF, HCl and HBr are calculated as

0.950 Å, 1.28093 Å and 1.42354 Å at B3LYP/aug-cc-pVQZ

level. The distance between each HX monomer is kept

constant for all chain lengths (d = 1.87 Å for HF, d =

2.665 Å for HCl and d = 3.178 Å for HBr). Fig. 4 shows the

linear chains considered with the H–X…H distances. These are

the standard average distances that are found from calcula-

tions of the geometry optimized structures of the linear chains.

For an analysis of the energetics associated with these

structures, the binding energies for the clusters are calculated

Fig. 4 Structures for the linear chains of HF, HCl and HBr. The

distances (in Å) between each monomer is kept constant as shown in

the figure.
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using the definition: DE0,n = nE0 [(HX)] 2 E0 [(HX)n]. All the

energies are corrected for zero-point vibrational energy

(ZPVE) corrections and the basis set superposition errors

(BSSE). BSSE are calculated using the counterpoise

correction(CP) scheme and the reported results incorporate

the CP corrections. Fig. 5 shows the binding energies in HF,

HCl and HBr at the MP2/6-311++G(d,p) level (for cluster

sizes upto n = 6). The binding energies for the HF chain

increases with an increase in the cluster size. However, the

binding energy remains almost constant for the HCl chain and

for the HBr chain, the binding energy decreases with an

increase in the chain length. The negative binding energies for

the HBr clusters arise essentially due to the fact that the stable

clusters of the (HBr)n are cyclic and the linear chains are the

high energy structures. However, the linear HBr chains act as a

model to mimic the H-bonding in the weak interactions limits

for chromophores arranged in a 1-D manner. It is thus

interesting to examine the non-linear optical properties for the

3 limiting cases of stability in these chains.

The 1st hyperpolarizabilities (b) for the three cases show

entirely different pictures (seen from Fig. 6). For the (HF)n, b

increases initially till n = 3 and then decreases. As already

mentioned, there is a very strong H-bonding and such local

maxima show a clear signature of H-bonding effects. For HCl

and HBr however, there are no signs of decrease in b with

increase in the chain length. The HCl chain shows a sharp

increase till n = 3 and then increases slowly. A rapid increase

implies that H-bonding is still active for HCl at smaller

oligomeric length but unlike HF, the bonding is not stronger

enough to reduce b with an increase in n. For HBr however,

there is a uniform increase in b with the increase in chain

length and the profile shows no discontinuity indicating that

H-bonding is very weak for all values of n and does not lead

any special polarization effects.

For a clear comparison of these H-bonded systems with a

purely dipolar aggregate, the NLO coefficients of a linear CO

chain are also calculated. The distance between each CO unit

in the linear chain is found to be 3.95 Å, while the CO bond-

length is 1.13 Å. The large CO…CO distance indicates pure

dipole–dipole interactions. This CO linear chain mimics

interactions in many NLO crystals constituted of p-conjugated

molecules like PNA and MNA without however the H-bonded

interactions. Thus, an analysis based on only a dipolar

aggregate allows one to understand the effects of the dipolar

component in a more detailed manner. For the CO chain, b

has a linear behavior with an increase in the nuclearity. Thus,

when there are no effects of H-bonding, b has a linear profile.

The deviation from the dipolar interactions increase in the

Fig. 5 Variation of binding energy, DE for different sizes of clusters

for HF, HCl and HBr in linear chains. The reported energies include

corrections for BSSE and ZPVE (see text).

Fig. 6 Variation of bn (solid line, with circles) and nb1 (dotted line) for HF, HCl, HBr and CO. Note the close similarity in profiles for HBr

and CO.
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order HBr , HCl , HF. In the limiting cases of weak

H-bonding, the 1st hyperpolarizability is mainly governed by

the dipolar interactions. However, the decrease of b with

increase in n must have an H-bonded origin which shows large

cooperative phenomena of decreasing b with increasing n. It is

interesting to note that the interactions with various length

scales can lead to completely different NLO features.

For a quantitative understanding of the cooperative nature

of various interactions, we compare the b of a molecular chain

bn, with n isolated molecules, nb1 (where b1 is the SHG of a

single monomer). These two quantities are plotted in Fig. 6 for

all the four systems. HF shows a highly non-linear profile in bn

with large deviation from the linear multiples of monomers

(nb1). The polarization of the whole system decreases with

strong H-bonding between the monomers. HCl also shows a

deviation wherein the bn increases with the increase in n but the

increase is slow, however, with a positive slope. The cases for

HBr and CO are very similar. For both of them, bn has a larger

value than nb1 implying that the contribution of dipole–dipole

interactions (Davydov splitting) towards polarizations helps

increase bn, in contrast to ‘‘strong’’ H-bonding. Thus, coopera-

tive damping in the NLO properties decrease with a decrease in

the strength of H-bonding for linear 1-D aggregates.

The reduction in the magnitude of bn with an increase in n

for HF can be traced to the change in the polarizations of the

ground state in comparison to the dipole allowed excited state.

We find that for the HF chains, there is a large increase in

Dm(mex 2 mgs) at small chain lengths (n = 2), but a steady

decrease in its magnitude with the increase in the chain length.

For CO however, the Dm increases with an increase in chain

length. From the two-level expression for b, an increase in the

magnitude of Dm implies large b. This explains the initial

increase of b for HF at small chain length (cooperative

phenomena) and the monotonic increase of b for CO, with an

increase in n. For the weaker H-bonded systems like HCl and

HBr, the Dm profiles progressively become similar to the purely

dipolar CO profiles.

To further understand the reason behind such a large

polarization at small chain lengths for the strongly H-bonded

systems, the Mulliken charge densities on the electronegative

F-atom are calculated with the increase in the chain length,

both in the ground and the lowest optically excited state. In the

ground state (GS), d2
F # 20.5 for all chain lengths. In the

excited state (ES), however, only for the monomer (H–F) is

there a strong feature of change in polarity (increased ionicity).

For example, for HF (n = 1), d2
F (ES) # +0.316. But as n

increases, the average ionicity decreases. Thus, for n = 2 only

one of the F atoms is ionic and the other F atom remains at

d2
F # 20.5 similar to that in the GS. With further increase in

n, the ionic contribution decreases further. Since for every n,

there is only one F atom which is polarized in the excited state,

the reduction in average ionicity with increase in n is of the

order y1/n. Note that the F atom which is polarized in

the excited state is involved in hydrogen bonding with the

neighboring H atom while its own hydrogen partner remains

at the chain end without H-bonding. Interestingly, out of three

types of F atoms in the (HF)n chain, the leftmost H–F is

different and so is polarized. This is purely due to the chain

nature of the aggregates and explains the decrease in Dm as well

as the b with the increase in n for HF. Thus, the boundary

conditions play a very important role in determining the local

polarizations in an aggregate. CO, on the other hand, is

predominantly covalent and thus the ionic contribution in the

ES is small. d2
O is # 20.29 both in the GS and the ES and no

local polarization effects are found. On the application of an

electric field, all the p-electrons in the (CO)n are polarized,

resulting in an increase of b with an increase in n.

The computations based on linear and quasi one-dimen-

sional chains serve as a rule of thumb model for estimation of

interactions in actual crystalline geometries for most NLO

active H-bonded compounds. It is favorable to have

H-bonding in the intermediate regime [between (HCl…HCl)

and (HBr…HBr) limits] for large NLO coefficients across 1-D

chains. As has been seen earlier, very strong H-bonding as that

for HF…HF reduces the NLO response functions.70 Although

there is an enhancement of b even for pure dipolar aggregates

like CO…CO, such chains are not stable and the linear

directionality of the aggregate is not maintained. The same is

true for the very weakly H-bonded HBr…HBr. This is

interesting, because, in most crystals as well as in biological

systems like DNA and proteins, H-bonding in the intermediate

energy scales like N–H…O, N–H…N, O–H…O etc. are most

predominant. Thus, a relatively weak H-bond creates a

balance between the actual stability of the aggregate and an

increase in the NLO response functions.

3.3 Oxygen bridged double molecule: PNA–O–PNA

Apart from the utilization of weak intermolecular forces like

H-bonding and p-stacking interactions, D-p-A molecules can

be arranged in desired orientations through specific functional

groups. For example, two PNA molecules can be arranged in

side-by-side fashion in a non-centrosymmetric fashion through

connectivity in the ortho-position by an oxygen atom. Similar

compounds have been synthesized.71,72 The ground state

optimized structure for such a molecule is shown in Fig. 7(A).

Due to the sp3 hybridized nature of the bridged O-atom, the

two PNA molecules are orientated in two different planes with

the interdipolar angle (w) which is calculated as 43.4u at the

AM1 (Austin Model 1) level. Frontier orbital analysis shows

that there is almost no overlap within the p-electrons of the

two PNA rings.73 The optimized structure for two PNA

molecules bridged by the C–C linkage in the meta-position is

shown in Fig. 7(B).

Fixing one PNA molecule and rotating the other PNA

molecule along the O–PNA axis changes the interdipolar angle

(w) from 0 to 180u. The conformation for w = 0u corresponds

to the parallel side-by-side arrangement of the dipoles while

w = 180u corresponds to the anti-parallel arrangement. Thus, it

is interesting to ask what happens to the second harmonic

response of the molecular dimer as one changes the

interdipolar angle. Molecules with different interdipolar angles

can be synthesized by suitable substitution of alkyl groups on

the rings that can stabilize specific orientations of w.

In Fig. 8 (Upper panel), the total ground state dipole

moment mG (in Debye) for PNA–O–PNA is plotted against

variation in the interdipolar angle. The dipole moment

decreases with an increase in the interdipolar angle. This can
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easily be understood by considering the combined effects of

ground state dipoles of each monomer. If the two dipoles are

parallel and in the same plane, the in-phase combination (w =

0u) of the resultant dipole is the sum of the two individual

dipoles.

The bridged oxygen atom does not play any significant role in

determining the non-linear optical coefficients. It basically

controls the distance between the two nitroaniline dipoles. Due

to its high electronegativity, it just increases the total dipole

moment of the dimeric systems (it is roughly 1 Debye increase

purely because of oxygen) to the same extent for all values of the

dihedral angle, w. The minimum distance between the dipolar

axes of the molecules is more than 4 Å, thereby, ensuring that no

explicit intermixing of the p molecular orbitals of the

chromophores which validates the exciton theory discussed

earlier based on the dipole–dipole interaction model. Thus, even

though the semi-classical theory of dipole–dipole interaction

does not take into account the electronic properties of the

bridged O atom, it is found that the qualitative trend in splitting

energy as a function of the angle, h, is almost the same with

those obtained from single-configuration interactions (SCI)

calculations for the di-nitroaniline systems.

For the calculations of the optical coefficients, an excitation

frequency of 1064 nm (1.17 eV) which corresponds to the

frequency of the Nd–YAG lasers is used. The variation in

EFISH (electric field induced second harmonic coefficients)

coefficients with the increase in the dihedral angle (w) is shown

in Fig. 8(Lower panel). The trend is very similar to that for the

ground state dipole moment in Fig. 8(Upper panel). To be

precise, the magnitude of the EFISH coefficient decreases with

an increase in the torsional angle for the PNA–O–PNA.

Fig. 7 (A) Ground state optimized structure of PNA–O–PNA at the

AM1-level. w represents the interdipolar angle. (B) Optimized structure

of PNA–O–PNA bridged through the C–C linkage at the meta-

position. (C) Molecular structure of PNA–O–Si(CH3)2–O–Si(CH3)2–

O–PNA as retrieved from the Cambridge Crystallographic Database

(CCDC).

Fig. 8 (Upper panel) Variation of the ground state dipole moment (m) (in Debye) with an increase in the interdipolar angle (in degrees). (Lower

panel) Variation of the EFISH coefficient (mb) (in esu units) with an increase in the interdipolar angle (in degrees).
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The results compare fairly well with the experimental values.

For example, the calculated b for the optimized geometry

bis (2-amino-4-nitrophenyl) ether (w = 43u) is b = 16.4 6
10230 esu,71 while the experimental value for the Hyper-

Rayleigh Scattering (HRS) experiments at the Nd:YAG

frequency is 22.0 6 10230 esu.

A very important aspect of the above discussion is to design

the di-nitroaniline system so that the maximum NLO activity

can be attained. The highest EFISH coefficients (494.4 6
10230 esu) are obtained for the PNA–O–PNA with zero

dihedral angle. Such a high value of EFISH coefficient is not

possible to realize from real molecular systems as the

optimized geometries of the di-nitroaniline molecules discussed

above are not planar due to steric repulsions. Therefore, the

best suggestion is to connect the oxo-bridged rings by a

carbon–carbon bond in the meta-position. Optimizations of

this structure, (shown in Fig. 7(B)) at the AM1 level of theory,

confirms that the nitroaniline rings are almost planar with the

dihedral angle w very close to zero. Thus one can make the two

dipoles to be parallel to a large extent by bridging the two rings

by a covalent bond. The EFISH coefficients for this bridged

structure is 471.5 6 10230 esu, which is close to the parallel

(w = 0) PNA–O–PNA dipole value.73

To further verify the existence of such bridged dimers of

PNA–O–PNA, a detailed search for such structures in the

Cambridge Crystallographic Database was performed. A very

interesting structure, similar to our theoretically considered

structure is that for PNA–O–Si(CH3)2–O–Si(CH3)2–O–PNA

(CSD id: TOFPIN.cif) (see Fig. 7(C)).72 The monomers are

connected by a siloxane bridge. The presence of such siloxane

backbones provides large thermal stability and mechanical

strength to the dimer. Being rigid, this backbone locks the two

monomers in non-centrosymmetric orientations with an

interdipolar angle of 36u.

3.4 Parallel and frustrated arrangement of dipoles in

calix[3]arenes

Much efforts have been directed towards the synthesis of

calix[n]arenes in the last decade.74–76 In this class of systems,

the individual chromophores are arranged in the form of

‘baskets’ by connecting the constituent molecules by linkers

like (CH2)n or (CH2O)n. Thus, these compounds provide an

innovative way to arrange the chromophores in a parallel

arrangement.77 Moreover, one can even increase the number

of chromophores in such an assembly by changing ‘n’. The

interdipolar angle can be varied by functionalizing the lower

and upper rims of the ‘baskets’ with groups of different sizes.

The overall structure is then controlled by steric classes of

interactions. It would thus be very interesting to understand

the mechanism of interactions of the individual dipoles of the

chromophores in such a multi-molecular assembly and how

such forces control the overall NLO properties of the

calix[n]arenes. In fact there have been quite a large number

of efforts to theoretically understand NLO effects in such

confined geometries of calix[n]arenes.45,78–80

The NLO properties in calix[3]arenes can be modeled

through similar geometrical arrangements in hydrogen

fluoride trimer, (HF)3. The dipole interactions in such a model

can be varied by: (i) Changing the inter-dipolar angle. This

amounts to an opening up of the ‘baskets’. (ii) Increasing the

inter-dipolar distance. The arrangement is shown in Fig. 9.

Three HF molecules are arranged parallel to each other so that

the lower base (lower rim) has three H atoms and the upper

base (upper rim) has three F atoms. The three H and the three

F atoms in each rim form two equilateral triangles. This is the

all-parallel arrangement for the dipoles, applicable for a

parallel cylindrical arrangement as in calix[n]arenes.

However, the most stable arrangement of such a dipolar

arrangement is the anti-parallel arrangement. Systems like

calix[3]arene have a significant percentage of the anti-parallel

form (u,d,u; u,u,d) apart from the all-parallel cone geometry

(u,u,u or d,d,d).81 A complete relaxation from the all-parallel

to the anti-parallel arrangement is possible only for calix[n]

arenes with even numbers of chromophores, n = 4,6,8 etc. For

odd numbers of dipoles in the assembly, such a relaxation is,

however, not possible resulting in the formation of a frustrated

orientation. For example, for n = 3,5,7 etc. the dipoles are in a

frustrated arrangement, where, the overall dipole-moment for

the relaxed geometry does not vanish. The individual

chromophores in calix[n]arenes are connected by short bridges

that prevent random orientations of the dipoles. In fact, the

(HF)3 system is the simplest case for a molecular assembly that

can be studied for both parallel and frustrated cases

simultaneously. For such a ‘frustrated’ arrangement with the

basket opening up, a favorable hydrogen-bonding interaction

is developed, which further stabilizes the system. It is

interesting to note that dipolar frustration is quite different

from frustration in magnetic materials. The parallel case of

dipoles in Fig. 9(A) corresponds to repulsive interactions while

for a magnetic system, parallel orientation of spins will lead to

a ferromagnetic ordering. Similarly, the frustrated orientation

of dipoles in Fig. 9(B) leads to an attractive interaction with a

net dipole while for magnetic systems, such orientations of

spins lead to highly degenerate classical ground states with net

spin moment equal to zero.

The inter-dipolar angle for real molecular systems is

controlled by the steric bulk of the groups on the lower and

the upper rim of the cylinder. Increasing the bulkiness of the

Fig. 9 Arrangement of dipoles in a basket-type geometry for (A)

parallel and (B) anti-parallel geometries. (a) Parallel dipoles with

interdipolar angle, h = 0u. (b) Geometry as the dipoles open up, the

lower rim radius remains constant and the upper rim radius changes.

(c) Fully opened basket with interdipolar angle, h = 120u.
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groups in the upper rim while keeping the steric bulk of the

lower rim constant, increases the inter-dipolar angle, with an

opening up of the basket. Thus, the system having a cylindrical

symmetry is converted into a conical-shaped geometry.

For modeling the opening up of the cylinder for both the

parallel (seen in Fig. 9(A)) and frustrated dipoles (seen in

Fig. 9(B)), the lower rim corresponds to three atoms whose

coordinates are kept constant and the coordinates of the three

atoms in the upper rim is varied. The radius of the upper rim

can be increased by translating the corresponding atomic

coordinates according to: X = X + kX, Y = Y + kY and Z =

Z 2 kZ, while keeping all the three molecular (HF) bond

lengths fixed. The Z-axis corresponds to the internuclear axis

and k is the flattening parameter which varies from 0 to 1.0.

While the k = 0 case corresponds to the perfect cylindrical

arrangement for an inter-dipolar angle h = 0u, the k = 1.0

signifies the other extreme where the cylinder becomes

completely flat (Z coordinates are zero) so that all the six

atoms (3H and 3F) are on the same plane, forming a circular

disk. For such a case (k = 1.0), the inter-dipolar angle h = 120u.
For all intermediate values of k, between 0.0 and 1.0, the

cylinder is progressively opened and the inter-dipolar angle, h,

increases from 0u to 120u.
With the dipoles opening up, the total ground state dipole

moment changes as a function of the inter-dipolar angle. A

general dipole moment expression for the combined effect of

three dipoles can be written as

mG~
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

azm2
bzm2

c+2mamb cos hab+2mbmc cos hbc+2mcma cos hca

q (9)

where ma, mb and mc are the dipole moment vectors for three

dipoles a, b, c and hab, hbc and hca represent the angles between

the corresponding dipoles. Note that the dipolar angle

determines the phase (+ve for parallel and 2ve for frustrated

arrangement) of the dipoles.

For the present case when all the dipoles are the same

(homomolecular system), ma = mb = mc = mi and hab = hbc = hca =

hij. In the parallel orientation, all the vectors are in-phase.

Thus, the total dipole moment is given by

mG~

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3m2

i z6m2
i cos hij

q
(10)

For hij = 0u, the mG has a maximum value of 3mi. When hij

increases from 0u to 120u, the mG decreases monotonically to

zero.

In the frustrated arrangement, two of the inter-dipolar

angles are out-of-phase and one of them is in-phase. Thus the

total dipole moment is

mG~

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3m2

i {2m2
i cos hij

q
(11)

For this geometry, the mG increases from mi (for hij = 0u) to

2mi (for hij = 120u). Thus, for such a frustrated dipolar system,

the ground state dipole moment is a monotonically increasing

function of the inter-dipolar angle.

The above expressions for the dipole moments are purely

classical without any correlation among the dipoles. However,

for systems with non-zero ground state dipole moments, there

exists a strong dipole–dipole interaction. Such interactions

lead to a large excitonic coupling and the effects are most

prominent in the excited states of the molecules. For such

aggregates, while the ground state is stabilized with respect to

the monomers, the excited states which remain degenerate at

infinite distance between the monomers, undergo splitting into

three states, (E1, E2 and E3), when they are brought closer.

Interestingly out of the these three, two (E1 and E2) will be

degenerate while E3 is non-degenerate and symmetric. The

extent of splitting, DE, will, of course, depend on the strength

of dipole–dipole interactions.

With the increase in the inter-monomer angle corresponding

to the flattening up of the basket, there is a variation in the

oscillator strength in the three states, E1, E2 and E3. For the

parallel case, at h = 0, E3 only is the dipole allowed state with

large oscillator strength since it is associated with the in-phase

combination of the three dipoles. However, as the interdipolar

angle increases, in addition to E3, E1 and E2 also become

dipole allowed, more so for large flattening. For the frustrated

assembly, however, all the states are dipole allowed at h = 0

and as h increases, the E1 and E2 become strongly allowed

(higher oscillator strength) while E3 becomes progressively

weaker.

The variation of the dipole moment with the inter-dipolar

angle for the all-parallel geometry of the dipoles is plotted in

Fig. 10. The inter-dipolar distances (d) are varied from 1.5 Å to

4.5 Å. For comparison, in the same plot, the results as derived

from the analytical classical dipole moments (shown in eqn 10)

are also plotted.

At small interdipolar distances like 1.5 Å, the computed

dipole moment shows a very large deviation from the non-

interacting analytical value. For example, at h = 0u, the

magnitude of the total dipole moment is only 3.97 Debye

compared to the classical value of 5.42 Debye, a reduction of

27%. But, as the basket opens up, the deviation decreases and

both the computed and the analytical values converge to 0

Debye for h = 120u. This signifies the role of electronic

Fig. 10 Ground state dipole moment, as a function of the inter-

dipolar angle, h, for the parallel dipolar assembly.
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correlations for the (HF)3 assembly at small inter-dipolar

distances and small inter-dipolar angles. But, as the inter-

dipolar distance (d) between the HF monomers increases

around (d y 4.5 Å), the intermolecular interactions decrease

and the system transforms into a classical dipolar assembly, so

that the classical expression for the dipole moment (q.r)

remains valid at large interdipolar distances.

The variation of mG for the frustrated dipolar system shows

very interesting features (see Fig. 11). At small inter-dipolar

angles, the calculated dipole moments differ from the classical

values particularly at small d. This is similar to the case for

parallel dipoles. However, contrary to the parallel dipoles (see

Fig. 10) where, with increase in the dipolar angle, the deviation

becomes less prominent, the frustrated dipolar systems show

very large deviation from the classical dipole moment values

for large h. The deviation is the largest for the case of small

inter-dipolar distances of d = 1.5 Å.

As the basket starts to open up, two of the hydrogen atoms

in two HF molecules come close to the fluorine atom of the

third HF molecule. Initially the F…H–F angle is 90u but as the

dipoles flatten up, the F…H–F angle increases towards 180u.
Such a linear F…H–F conformation has been found to be

most suitable for the H-bonding interaction. Therefore, with

the increase in the inter-dipolar angle, the H-bonding

interaction increases for the frustrated cases. The effect is

most profound for the small inter-dipolar distances of 1.5 Å as

the F…H–F bond is strongest at such distances. H-bonding

interaction being primarily electrostatic in nature, not only the

linearity, the distance between the electronegative atom and

hydrogen atom also is crucial for effective charge transfer.

Therefore, there is an overall enhancement of 30% in the dipole

moment magnitude compared to the non-interacting value in

the ground state dipole moment at small inter-dipolar

distances and large h values. However, as the inter-dipolar

distance increases, the H–F…H bond becomes weaker and

there is very little enhancement in the dipole moment from the

classical value.

In Fig. 12, the first hyperpolarizability (b) is plotted as a

function of the inter-dipolar angle and the distances between

them for the parallel orientations. At a small inter-dipolar

distance of 1.5 Å, the magnitude of b decreases very rapidly

with the increase in the inter-dipolar angle till h # 30u
(Fig. 12(a)). After such an initial steep decay, b decreases

monotonically and reduces to zero at h = 120.

Fig. 11 Ground state dipole moment, as a function of the inter-

dipolar angle, h, for the frustrated dipolar assembly.

Fig. 12 Variation of b with respect to the interdipolar angle at varying interdipolar distances (d), for parallel orientation at TDHF/6-31G(d,p)

level. b is in atomic units.
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The frustrated dipolar assembly (case B in Fig. 9) also

exhibits very similar qualitative trends. For a small inter-

dipolar distance of 1.5 Å, b decays with the increase in the

inter-dipolar angle till h # 30u (Fig. 13(a)). At larger inter-

dipolar distances, d = 2.5 Å (Fig. 13(b)), 3.5 Å (Fig. 13(c)) and

4.5 Å (Fig. 13(d)), where the optical gap saturates, b shows a

monotonic increase with the increase in the interdipolar angle.

Fig. 14 shows the structures of the two calix[3]arenes for

which the NLO calculations are performed. The structures are

optimized at the ab initio level using the B3LYP method at a

6-31G++(d,p) basis set. The geometry optimized synthon,

(CH3)3C–Ph–NO2, is also shown. Selection of this monomer is

ideal, because, the steric interaction between the tert-butyl

groups will prevent the aggregate to flatten. Additionally, three

synthons are connected by –CH2–CH2–CH2– units. Thus the

change in the optical properties in the aggregate and the

individual monomer can be understood on the basis of

the model (HF)3 confined within the calix[3]arene geometry,

as discussed above.

Dipoles are arranged in parallel orientations as shown in

Fig. 14(i). However, as can be seen from the structure, the

monomers do not make the same phase angle with each other

as the structure relaxes from the exact parallel arrangement to

a relaxed geometry. For the molecule shown in Fig. 14(ii), a

similar case of frustrated dipolar geometry as that in (HF)3

case is considered. Two of the (CH3)3C–Ph–NO2 moieties are

parallel while the third one remains anti-parallel to the other

two. Energy minimization for the structure leads to a

relaxation from the unidirectional orientation. The dipole

moment of the monomer is 5.92 D while the aggregate (i) has a

dipole moment of 13.1 D. One can calculate the average cone

angle, hij, for such an arrangement using eqn (10), since mG and

mi are known. For (i), hij = 71.57u. Note that, the individual

dipoles do not make a uniform angle with respect to each other

and thus hij is not a uniquely defined angle due to relaxation in

the optimized structure. This is true for all the real molecular

architectures in calix[n]arenes. However, hij does provide a

very simple ‘‘rule of thumb’’ parameter for defining the cone

angle and the dipole interaction for such otherwise compli-

cated geometries.

For a more conclusive comparison of the evolution of

the 1st hyperpolarizability with respect to the interdipolar

angle, the magnitude of b is studied with the increase in

the interdipolar angle, hij. This is done by removing the

Fig. 13 Variation of b with respect to the interdipolar angle at varying interdipolar distances (d), for frustrated orientation TDHF/6-31G(d,p)

level. b is in atomic units.

Fig. 14 Structure of the synthon, (CH3)3–Ph–NO2: (i), the all-parallel

dipolar aggregate; (ii), the frustrated dipolar aggregate; (iii), geometry

from crystal structure of a molecule in all-parallel arrangement of

dipoles. H not displayed in (i), (ii) and (iii) for clarity.
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–CH2–CH2–CH2– connectors between the chromophores and

then flattening the calix[3]arene as was done for the parallel

(HF)3 case. The profile shows that bcalix[3]arenes has a

monotonic decay with the increase in the interdipolar angle

and decays to zero at h = 120. It is very interesting to note that

similar features are observed also for our (HF)3 model.

For high NLO responses, the inter-molecular conformation

of the dipoles should be parallel or almost parallel. To trace

real molecular systems where such an orientation is possible, a

search was carried out using the keyword ‘calix[3]arene’ in the

Cambridge Structural Database82 (CSD version, 5.25,

November 2003 release). Structures of low quality (R .

10%), disordered or in which the position of H atoms have not

been determined, were excluded. A total of 4 structures were

reprieved. Of these, two of the structures, CSD code:

DIPWEE83 and QETWAN84 maintain a parallel-like orienta-

tion of the monomer chromophores, however for two entirely

different reasons. DIPWEE has a large cavity size that

incorporates a fullerene which prevents crossover to the

frustrated dipolar form. However, due to the large cavity, it

gives rise to a large cone-angle conformation. From the

analysis based on the (HF)3 geometry, it is clear that, systems

with large cone angles are not suitable for efficient NLO

applications.

QETWAN, on the other hand, is the simplest and yet

extremely interesting. The structure has been shown in

Fig. 14(iii). It has all the three individual chromophores in

the same parallel orientation. The fourth chromophore is

functionalized at the meta- positions such that it acts as a stitch

for the rest of the three and forces a parallel orientation for the

dipoles. The compound is found to possess highest magnitude

of the 1st hyperpolarizability among all the calix[3]arene

systems discussed (b = 32076.64 au).

3.5 Odd–even oscillations in NLO of alkyl bridged dipolar

chromophores

From the above discussion on the NLO properties of

aggregates of chromophores connected through alkyl bridges,

it is clear that the exciton theory is applicable to a reasonable

extent for such cases. These alkyl bridges, in fact, act as

harmless stitches, but since they are flexible, lead to many

different orientations in the dipoles. The NLO responses of

these orientations would be expected to be different. For a

clear understanding of the stability of such specific orienta-

tions, the NLO properties of a few dipolar chromophores are

calculated. These chromophores are separated by an alkyl

bridge. The number of alkyl groups is varied to obtain a

quantitative estimation of the orientation of the dipoles

together with its effect on NLO properties of the system.

Since dipole orientations would be strongly dependent on the

conformations of the intervening methylene groups, the overall

dipole moment is expected to show odd–even oscillations with

the number of methylene groups.85 Such odd–even oscillations

are well-known in the literature for many physical properties

like the melting points of organic solids86 and the orientation

of alkanethiols in self-assembled monolayers (SAMs).87 Also,

there have been recent experimental reports of odd–even

oscillations in NLO properties of organic molecules similar to

those discussed here88 and even in different molecular

systems.89

The oscillations in the physical properties such as melting

point are generally understood on the basis of packing

efficiencies in the van der Waals solids. The alkanes with

odd-numbers of carbon atoms are packed less orderly than

their even counterparts. However, oscillations in the electrical

properties like hyperpolarizabilities are difficult to understand

as they are very sensitive to both the nature of ground state

and excited states. To understand the relationship between

SHG coefficients and the geometrical orientations of the

intervening methylene groups, we consider a set of molecular

systems as shown in Fig. 15(A). All the geometries have been

optimized using the AM1 parameterized Hamiltonian avail-

able in the Gaussian 03 set of codes. Some of the compounds

(with smaller alkyl units) have already been synthesized in

good yields and are well characterized, although, single

crystalline forms are not available. The geometries obtained

by the AM1 calculations have been compared with those

obtained using the DFT based methods at the B3LYP/6-

31G+(d,p) level for the smaller sized chromophore with n = 2.

It is found that the geometries obtained by both the methods

have similar bond lengths and bond angles. To further verify

that the geometries do correspond to the global minima, the

geometry for the experimentally synthesized molecule:

4,49-diamino-2,29-dinitrodiphenylmethane90 is also optimized.

For this molecule as well, the geometry and the interdipolar

angle is similar to that considered in the present study.

R–CH2–CH2–R, R = Ph–NLN–Ph–NO2, is the simplest

symmetric case which can be considered to understand the

conformational orientations, as shown in Fig. 15(B). Rotation

along the central C–C bond produces different conformations.

For a torsional angle, w = 0, the situation corresponds to an

eclipsed geometry while for w = 180, the conformation is

staggered. In Fig. 16, the potential energy profile for the

system with an increase in torsional angle is plotted. The most

stable point in the potential energy surface (PES) corresponds

to w = 180 (staggered orientation in the dipoles) while the most

unstable case is for w = 0 (the eclipsed form). Also, there exists

a local minima between w = 60 and 80 and a local maxima at

Fig. 15 (A) Molecular structure of the system considered. (B)

Orientation of the dipoles for odd and even chains.
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w = 120. This is similar to the gauche butane interaction well-

known in the literature.91,92 This arises due to the stronger

non-bonding interaction between R and H at an angle of w =

120, compared to the weak R,R interaction in the gauche form

at w # 60.

For n = 2, the energy difference between the staggered and

eclipsed form is 8 kcal mol21 while that between the staggered

and the gauche form is 1.04 kcal mol21. For comparison, the

differences are 4.4–6.1 kcal mol21 and 0.9 kcal mol21

respectively for butane. For a longer chain however, since

there are more numbers of CH2 groups, the degrees of freedom

are much larger, allowing it to be in a state of random relaxed

geometry without much constraints. In the same figure

(Fig. 16), the PES for the longest chain considered in the

work: n = 12 is also plotted. Note that, for such a large

methylene bridge, there is no well-defined torsional angle

parameter. However, for the sake of comparison, the central

C–C bond, C(6)–C(7) is twisted. It has a lower energy

difference between the staggered and eclipsed form

(6.5 kcal mol21) and between the staggered and gauche form

(0.84 kcal mol21), as expected.

For both n = 2 and n = 12, the energy difference between the

eclipsed and the staggered forms are more than the thermal

energy at room temperature (0.6 kcal mol21). The staggered

form is the lowest energy orientation for all the systems in the

n = even cases. However, since the gauche conformation lies at

a local minima, for longer chains, this conformational form

becomes thermally accessible. A gauche form is interesting

because it induces helicity in a linear chain. Such helical chains

being chiral also exhibit good NLO responses for the even

chains.93–95

The odd-chains however, show remarkable contrast. For the

odd-chains, the favorable arrangement corresponds to an

eclipsed orientation for the dipoles. This is explicitly shown in

Fig. 15(B). One can understand this phenomenon from the

simple fact that all the alkyl units being in an sp3 environment

introduce staggered geometry for all central units but eclipsed

orientation between the extreme ends where the dipoles are

located. So, the odd-chains will have a staggered orientation

for the dipoles. For the even chains, however, there is no such

frustration in the dipole orientations and all the units including

the end dipoles remain staggered. Such a remarkable variation

between the eclipsed and staggered conformation can be

achieved by only changing the number of spacers between the

dipoles.

The even chains have very little dipole moment (#3 D)

while the odd ones have much higher dipole moment (#45 D).

The dipole moment for the single molecule, Ph–NLN–Ph–NO2

is calculated as, mG # 39.20 D. For a perfect parallel

arrangement in the dipoles, the classical non-interacting

picture predicts the total dipole moment as 26 single

chromophore value for parallel arrangement and 0 for a

perfect anti-parallel arrangement. While, for the even spacers

the dipole moments are nearer to zero, the odd-spacers show

much smaller value from the classical result of twice the single

chromophore value. Such a trend can be easily understood: for

the even chains, the dipoles are staggered and almost perfectly

anti-parallel, however, for the odd chains, even though the

orientations are eclipsed, the dipoles are not exactly parallel

because of the sp3 hybridization along the alkyl principle axis.

It is straightforward to calculate the angle (w) in which the

dipoles are out of phase, using the classical dipole addition

formula: m2
eff = m2

1 + m2
2 + 2m1m2cosw. w is calculated as 110u for

the odd chains. Note that, although a classical dipole

expression is used to find the phase angle, it comes out as a

good assumption as the saturated CH2 groups have very little

electronic coupling with the p-electrons in either ends of the

bridge. For example, the actual angle for the optimized

molecule with n = 3 is 112u. The alkyl units basically act as a

stitch between the two dipoles.

With the increase in the number of alkyl units, the distance

between the dipoles increases. But, the distance between the

even dipoles is more than their odd counterparts as the even

ones have a centrosymmetric arrangement which increases

their interchromophore distances. Thus, the end-to-end

distance between the dipoles also exhibit an odd–even effect

(Fig. 17 (a)). For each even distance, b is smaller and for each

odd distance, b is larger. Fig. 17 (b) shows the variation in the

1st hyperpolarizability, b, with respect to the number of CH2

units. Very similar to that for the ground state dipole moment,

b also shows a very prominent odd-even oscillation. For odd

chain, b # 700 while the even chain have b # 80 (in units of

10230 esu). The calculations are based on a CI basis with its

dimension varying till a proper convergence is reached.85

Within the framework of the two-state model, the SHG

coefficient is directly proportional to the oscillator strength

and the dipole moment difference and is inversely proportional

to the optical gap. Thus, any phenomenon that decreases the

gap or increases the dipole moment difference between the

ground and the excited state or increases the oscillator strength

will enhance b. The calculations show that both the optical gap

(dE) as well as oscillator strengths almost remain the same for

the even and odd chromophores. Thus, the only factor that

governs such an odd–even oscillation is the Dm. Fig. 17(c)

shows the variation of Dm with increase in the spacer length.

One can clearly see the odd–even variation in Dm similar to

that observed for b. This is to say that the excited state

Fig. 16 Potential energy (in kcal mol21) as a function of twist along

the central C–C single bond: for n = 2, solid line (circles) and n = 12,

dashed line (diamond).
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polarization has a strong dependence on the interchromopho-

ric arrangement.

From the present work it is clear that this phenomenon of

odd–even fluctuation in NLO properties is different from the

variation of the physical properties like melting point in

organic solids that have their origin in the van der Waal’s

interactions among the solids where crystal packing is the most

important parameter. The energy analysis for the potential

energy of twisting along the single bond shows that although

the staggered form is the most stable geometry for the even

chains, however, a thermally allowed local minima exists

between w = 60 and w = 80, corresponding to the gauche form

that will lead to a helical chain. For example, we find that

for every 100 molecules in the staggered form, there are

18 molecules in the gauche form (Boltzmann distribution) and

even for the n = 2 case, the Boltzmann weighted average 1st

hyperpolarizability, b has a magnitude of 160.8 6 10230 esu.

In the solid state due to environment effects, the possibility of

existence of such a helical form (local minima) exists. As a

result, for the even chains although a global minima form

ensures b to be very small, supramolecular effects as in thin-

films will introduce appreciable b.

This phenomenon is essentially a consequence of the

interactions in a single alkyl chain. In crystals or thin films,

intermolecular interactions will be important and packing

efficiency will ultimately decide the final geometries. But, the

fact that a simple theory based on intramolecular interactions

can capture this effect indicates that at least, for these

molecules, intermolecular interactions are not very strong.

4 Summary and future prospects

There have been major advances in the construction, design

and performance of NLO materials in the last couple of years.

New theoretical formalisms have been developed for capturing

essentials of novel p-conjugated organic systems which have

helped in understanding the geometric and electronic features

leading to highly effective NLO applications. A major stress

for theoretical research is directed towards an atomistic

understanding of the intermolecular forces in molecular

aggregates and the collective behavior of the molecules under

various packing densities and with different external fields.

Through proper fine-tuning of the intermolecular interac-

tions, it has been possible to design materials wherein non-

centrosymmetricity can be preserved. For example, selection of

chromophores with moderate H-bonding interactions and

moderate dipolar strengths would arrange the molecules in an

head-to-tail arrangement. However, very strong H-bonding

interactions would lead to the formation of cyclic clusters with

high intermolecular D–H…A connectivity with eventual

centrosymmetricity. Similarly, selection of very strong dipolar

chromophores may make the aggregate ineffective through

anti-parallel p-stacking interactions. In fact, the pro-typical

NLO active urea crystal is suitable because both dipolar

interactions as well as the H-bonding forces are moderate. In

this context, one future direction will be to modify the

interactions in derivatives of urea to further enhance the

desired and effective intermolecular interactions. For the cases

of dipolar molecules connected by flexible alkane bridges,

careful synthesis of molecules with odd numbers of alkane

spacers within the chromophores will lead to large NLO

responses compared to the cases with even numbers of spacers.

In confined dipolar environments like calix[n]arenes, one can

stabilize the highly polarizable all-up conformers through

fused bridging of the chromophores that prevent relaxation of

the aggregates into centrosymmetric forms. Another possibi-

lity to enhance the NLO properties in calix[n]arenes will be to

trap specific cations and anions within the cavities that lead to

Fig. 17 (a) Variation of interchromophore distance, d (in Å), (b) 1st hyperpolarizability b (in units of 10230 esu), (c) difference between the ground

state and the excited state dipole moment, Dm (in Debye) with the increase in the spacers length, n.
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enhanced charge transfer interactions between the p-electrons

of the calix[n]arenes and the guest ions. This specific ‘host–

guest’ chemistry may lead to novel NLO activities.

Additionally, apart from selection of dipolar molecules, a

major goal will be to utilize octupolar molecules and arrange

then in a way to achieve the maximum possible acentricity.

H-bonds being strongly directional, have the potential to

arrange such molecules in one-dimensional networks.

A major bottleneck for the industrial applications of the

p-conjugated organic materials is their low-thermal stability as

compared to the inorganic compounds. The last few years have

witnessed active research in the synthesis of hybrid organic–

inorganic materials, particularly through the solvothermal

route.96 These inorganic coordination polymers have extended

structures which are connected through aromatic templates.

The stability of these materials are as large as conventional

inorganic materials, while their polarizations are much larger

due to the delocalized p-electrons in the organic moieties.

Many of these materials crystallize in acentric point-group and

have NLO activities that are orders of magnitude larger than

urea. In a similar context, crystals of organometallic com-

pounds also exhibit large NLO activities.97

In this review, based on computational studies on finite-

sized aggregates of experimentally realizable systems, we have

comprehensively demonstrated the importance of cooperative

interactions in controlling the 1st hyperpolarizabilities in

multimolecular aggregates. We have emphasised the role of

weak supramolecular forces in defining the SHG responses in

molecular assemblies. The approach taken here is based on

direct quantum chemical calculations of selected molecules and

aggregates, variations of geometry to identify specific inter-

molecular interactions, and to analyse them based on

molecular excitons. We believe that our review will serve as a

guide for the design of materials exhibiting large 1st

hyperpolarizabilities wherein the molecules are oriented in

their most favourable arrangements.
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